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Resumo da Dissertação apresentada à COPPE/UFRJ como parte dos requisitos
necessários para a obtenção do grau de Mestre em Ciências (M.Sc.)

ESCOAMENTO CARREGADO DE PARTÍCULAS: UMA ANÁLISE DE
ELEMENTOS FINITOS NA EMISSÃO DE PARTÍCULAS DE

BIOCOMBUSTÍVEIS

João Paulo Innocente de Souza

Dezembro/2021

Orientador: Gustavo Rabello dos Anjos

Programa: Engenharia Mecânica

O escoamento multifásico carregado de partículas é um importante assunto de
estudo em mecânica dos fluidos, especialmente na indústria de óleo e gás. Neste
trabalho, a emissão de partículas pelo consumo do biocombustível é analisada e
simulada, a fim de se obter os principais efeitos desse transporte até a atmosfera,
que podem causar danos ao meio ambiente e à saúde. A fase contínua é simulada
numericamente diretamente através das equações de Navier-Stokes, cujos resultados
estão em total concordância com os apresentados na literatura. Quanto à dispersão
sólida, é feita uma análise de Euler-Lagrange, que permite um melhor entendimento
da trajetória de cada partícula. Um simulador numérico é construído por meio
do Método de Elementos Finitos (FEM) e os resultados são obtidos para diferentes
geometrias encontradas em sistemas de biocombustíveis. Todos os resultados e com-
parações são apresentados e discutidos ao longo deste documento. Para simular e
comparar mecanismos de filtragem de particulados na exaustão de motores diesel,
é utilizado o DPF (Filtro de Partículas Diesel) com dados referentes ao diesel e
biodiesel, sendo possível fazer uma comparação nas emissões de partículas polu-
entes, sendo este último mais vantajoso devido à menor taxa de emissão, conforme
mostrado na simulação deste texto. Variações da geometria também são avaliadas
em relação à eficiência de filtragem.
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Particle-laden multiphase flow is an important subject of study in fluid mechan-
ics, especially in the oil and gas industry. In this work, the particle emission from
biofuel consumption is analyzed and simulated, in order to obtain the main ef-
fects of such transportation into the atmosphere, that may cause environmental and
health damages. The continuous phase is numerically simulated directly through
the Navier-Stokes equations, for which the results are in complete accordance to the
ones presented in the literature. As for the solid dispersion, an Euler-Lagrange anal-
ysis is made, which provides a better understanding of each particle trajectory. A
numerical simulator is built by means of the Finite Element Method (FEM) and the
results are obtained for different geometries found in biofuel systems. All the results
and comparisons are shown and discussed throughout this document. In order to
simulate and compare particulate filtering mechanisms in the exhaustion of diesel
engines, the DPF (Diesel Particle Filter) is used with data referring to diesel and
biodiesel, being possible to make a comparison in particulate emissions pollutants,
the latter being more advantageous due to the lower emission rate, as shown in the
simulation in this text. Geometry variations are also evaluated regarding filtration
efficiency.
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Chapter 1

Introduction

The present work is intended to numerically analyze multiphase flows under
several conditions found in biofuel consumption. Beforehand, a literature review is
provided, in order to evaluate previous studies on the referred theme. As simulation
method, the Finite Element Analysis (FEA), will be used and the whole formulation
for the proposed problems will be developed. The stream-vorticity will be cited as a
well established formulation and compared to this work, for which the Navier-Stokes
and continuity equations in their original form are discretized through FEA.

The continuous phase, representing the fluid, will be treated through the Euler
approach and its governing equations for mass, momentum and energy conservation
will be completely discretized in order to simulate the complete phenomenon. The
FEA is then applied to the governing equation, so that a computational solution is
provided to the non-linear system of differential equations.

Particles’ motion will be determined by the Lagrange approach, where each par-
ticle is tracked down simultaneously and moved with the computed flow field. In
this work, drag and buoyancy are considered as main forces in the particle, thus
configuring a one-way coupling. For different geometries and conditions, particles’
inertia will be evaluated, in order to analyze discrepancies between trajectories and
stream lines provided by the continuous phase.

The entire implementation is made through Python’s scientific packages, pro-
vided by Anaconda’s distribution, where all the modules, including matrix assem-
blies and semi-lagrangian calculations, were fully coded for this work. The mesh
generation is made using the open source software Gmsh, where different geometries
are modeled, in order to represent the studied cases.

The second chapter of this document is reserved to a broad literature review on
both biofuel and numerical methods for fluid simulation. Several scientific articles
are analyzed in order establish the previous work that has already been developed
in this area.

Chapter 3 presents the fundamentals of fluid dynamics and transport of parti-
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cles, going through Reynolds’ transport theorem to enunciate the Navier-Stokes and
energy balance equations. All the correlations are derived to their dimensionless
forms, so that dimensionless numbers can be used as simulation adjustable param-
eters. Also, the Darcy/Forchheimer formulation is presented, to represent flows in
completely or partially porous regions.

The fourth chapter discusses the discretization of the problem’s equations, pre-
senting the variational form, also known as weak form. The Galerkin method is used
to approximate the continuous quantities to their respective discrete representation,
using two kinds of elements, the MINI and the quadratic ones. Next, the semi-
lagragian approach is explained as a way of calculating time derivatives, composing
the linear system to be solved computationally.

Chapter 5 is the section where the computational implementation is explained,
going through the different classes in the Object Oriented Programming (OOP) and
a Graphical User Interface (GUI) created to facilitate the entire process of simulating
and saving inputs, initial and boundary conditions and results. A command-line
version of the software was also used and is shown in this chapter.

Chapter 6 is intended to show some physical analysis as well as a method verifi-
cation by comparing a classical CFD problem with results taken from the literature.
Four other cases are simulated, showing results from a backward-facing step problem
and a flow around a cylinder case, as well as particle distribution in space and time
for an expansion and a convective cavity. For partially porous media, a code veri-
fication is also presented, comparing the results obtained for specific problem with
the literature. Discussions around results are provided in order to guide conclusions
about the real and simulated phenomena.

Chapter 7 is reserved for the entire DPF analysis, showing how particle distri-
bution can be fit into a normal distribution for both diesel and biodiesel fuels. Said
distribution is then used to simulate the filtering processes of the geometry that
represents part of the filter. A comparison between diesel and biofuel regarding par-
ticle size, concentration and emissions is provided by the end of this chapter and, to
conclude the analysis, different geometry variations are considered and evaluated.

Finally, chapter 8 concludes this work by summing up all the discussion and re-
sults presented, showing that FEA is a well established tool for Computational Fluid
Dynamics (CFD) simulation. Also, as a closure, this chapter evaluates the main dif-
ferences between diesel, which is a fossil fuel, and biodiesel, regarding, mainly, pol-
lutant emissions. Future work is also presented, with the objective of improvement
of the code.
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Chapter 2

Literature Review

2.1 Literature Review on Biofuel

Biofuel is characterized as an energy source produced from biomass, opposed to
those originated from geological processes, called fossil fuels. According to REHAM
et al. [10], diesel, gasoline and natural gas are among the most commonly used fuels
in the past few years. REHAM et al. [10] also state that fossil fuels are responsible
for serious environmental changes, including the increase on global surface temper-
ature. Following the same idea, XU et al. [11] defend that developing fuel from
renewable sources, and not from fossil ones, has become an urgent matter, which
led to government regulations and stringent laws on greehouse gas reductions, as
presented by HASHIM et al. [2]. Given that biofuel is "considered an economically
feasible option as alternate fuel because of their improved emission characteristics"
REHAM et al. [10] and "regulation on harmful emissions is becoming stricter" KIM
et al. [1], Ethanol is a good example of biofuel used as a substitute for fossil fuels in
vehicles, since it provides efficiency improvement and harmful emission reduction,
as said by KIM et al. [1]. An important result shown by the authors is that the net
indicated efficiency of an SI engine can be increased by 4.0% when ethanol is added
to gasoline. Also, KIM et al. [1] show the correlation between the type of mixture
ethanol+gasoline and the particle emission, found in many graphical plots in the
article. One of them, for example, shows the particle size spectra for three different
types of gasoline+ethanol mixtures. Figure 2.1 compares the efficiency between pure
gasoline and the mixture, based on the plot from [1].
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Figure 2.1: Net efficiency improvement based on [1].

As can be seen in Figure 2.1, the mixture between ethanol and gasoline provides
a good net efficiency increase and, in addition, is a good renewable option for a fossil
fuel substitute.

An important result shown by KIM et al. [1] is that the net indicated efficiency
of an SI engine can be increased by 4.0% when ethanol is added to gasoline. Also,
KIM et al. [1] show the correlation between the type of mixture ethanol+gasoline and
the particle emission, found in many graphical plots in the article. One of them, for
example, shows the particle size spectra for three different types of gasoline+ethanol
mixtures.

Still in the topic of pollution and emissions, one of the findings by HASHIM
et al. [2] is that, when comparing different biofuel blends with Diesel, biofuel blends
present significant reduction on CO2 emission, as can be seen in Figure 2.2, created
based on data from [2]. Analyzing the bar chart, it is of easy conclusion that a
minimum of 20% reduction on CO2 emission is observed between Diesel and biofuel
blends, Considering that, for biodiesel, there is a closed carbon chain, where the
CO2 emitted is also consumed by the biomass cultivation.
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Figure 2.2: CO2 emission of the tailor-made biofuel blends and B5 diesel based on
data from [2], showing that pure Diesel produces a higher amount of CO2.

Another important aspect regarding pollutant emissions is the particulate matter
that is emitted from these engines. RODRÍGUEZ-FERNÁNDEZ et al. [3] cite
specifically the regeneration process of diesel and biofuel engines. For that, a size
distribution of particulate matter is provided, as seen in Figure 2.3.

Figure 2.3: Particle size distributions, found in [3], where the differences between
diesel and biodiesel particulate distribution are noticeable, since diesel produces
larger particles and in a higher concentration.
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Throughout the article, pressure drop in the filter is analyzed for the 4 types of
fuels used, being pure diesel the most disadvantageous since particulate accumula-
tion generates a higher pressure difference through time. The authors also conclude
that biodiesel particles have a better oxidative reactivity of soot when compared to
fossil diesel.

2.2 Literature Review on Numerical Methods for

Fluid Dynamics and Multiphase Flow

It is widely known, among the scientific mechanical engineering community, that,
when it comes to fluid mechanics or flow studies, the Navier-Stokes equations are
an important and crucial point to be studied, along with the continuity equation, as
presented by BATCHELOR [12]. As can be noticed, this set of equations, in spite of
being a powerful way of characterizing the behavior of any sort of flow, has a complex
form, mainly due to its non-linearity, with respect to velocity variables. Therefore,
the analytical solution for them, as well as for some problems of heat conduction
"can only be obtained in some simplified cases" ZHANG et al. [13]. Given that most
common cases may not be simplified without considerable loss of information and
representativeness of the phenomenon, numerical solutions are required.

Analyzing different methods to solve said system of equations, it is important
to discuss a few of them. BESSAIH et al. [14] proposed a technique for the three-
dimensional Navier-Stokes system of equations, which is notably more complex
than the two dimensional one, and must be solved for some detailed cases, where
the two-dimensional approach will not satisfy all the requisites. This technique
consists in introducing a delay in the non-linear term (u · ∇u), which, according to
BESSAIH et al. [14], "introduces a regularizing effect in the equations and allows
to prove the uniqueness of weak solutions". ABDELWAHED et al. [15] analyze the
two-dimensional form of the Navier-Stokes equations and proposes the use of the
finite element method to find a solution for them. For that, ABDELWAHED et al.
[15] use the stream function (ψ) and vorticity (ω) in the z direction formulation,
modifying the set of equations to the vorticity form, shown in Eq. (2.1). The
correlation ω − ψ is presented in Eq. (2.2), [15].

∂ω

∂t
+ u · ∇ω − ν∇2ω = ∇× f (2.1)

ω +∇2ψ = 0 (2.2)
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The boundary conditions, taken from [15], are given by:

ψd = 0 and
∂ψ

∂n
= 0 (2.3)

Where ψd is the homogeneous Dirichlet stream function boundary condition and n
is the normal vector outward the boundary.

The previous correlation is also presented and developed by DA CUNHA [7],
where different cases of flow simulation, such as the lid-driven cavity and the flow
past a cylinder are analyzed. TORO et al. [16] also make use of the finite element
technique, providing examples on both flow and heat transfer phenomena. In this
case, instead of using stream function vorticity, the authors simulate a potential
flow, therefore an ideal fluid, around a cylinder. The equation for the potential (φ)
is given by Eq. (2.4).

∇2φ =
∂2φ

∂x2
+
∂2φ

∂y2
= 0 (2.4)

Here, x and y are the independent variables and the Laplacian equation defines
the velocity potential φ. The method proposed by TORO et al. [16] is tested for a
triangular mesh in the region correspondent to a quarter of the total region and, as
stated by TORO et al. [16], the example was chosen because it has an analytical
solution, which made it easier to validate the numerical method.

Alternatively, BAGAI et al. [17] use the stream function-vorticity approach as
well but, instead of the finite element method for the numerical solution, the authors
use the finite difference approximation for the derivatives. The problem examined to
validate the method is the four-sided lid driven cavity, with heat and mass transfer
coupled to the fluid mechanics problem. The same method is also used by ZITOUNI
et al. [18] in a TIG welding, where both thermal and fluid flow phenomena are
modeled, evidentiating how broad flow simulation can be.

Besides finite element and finite difference methods, another widely used method
in fluid mechanics is the finite volume method. The open source solvers of Open-
FOAM use this method to solve systems of partial differential equations found in
problems of fluid mechanics and heat transfer. ZHANG et al. [13] use these solvers
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to investigate heat conduction problems in heterogeneous media. Since OpenFOAM
is open source, researchers and average users may modify or even implement their
own code in C++ using its solvers. As described by ZHANG et al. [13], the heat
conduction equation, can be simply implemented by means of the addition of a small
piece of code.

The results presented by the authors in their articles are satisfying in terms of
showing the method used is adequate. TORO et al. [16] validate their simulation
with the exact solution, since the problem proposed has analytical solution and is
shown by the authors. The verification is given by comparing the input velocity
with the values in the left border nodes, where the velocity boundary condition is
set, which are close to the expected value. ABDELWAHED et al. [15] also compare
their method with the exact solution of the quasi-Stokes problem, as shown in the
document. The authors compare graphically both solutions, which makes evident
how similar and accurate the numerical solution is to the exact one, and plot the
total error associated to the simulation, concluding that many engineering problems
related to the Navier-Stokes equations can be solved by means of this technique.
BAGAI et al. [17] validate the four-sided lid driven cavity with values found in the
literature, resulting in the plot found in the article, where the literature points are
confronted with simulated results, showing that the simulated points are very close
to the reference. The verification is made for a Reynolds number of 100, with ve-
locity in both horizontal and vertical directions. Besides, the center of vortices are
compared to two other literature sources, for three different Reynolds numbers, with
satisfying results. The work also presents interesting streamline contour and vortic-
ity plots to illustrate the example solved. ZHANG et al. [13] validate their results
with the exact solution and ANSYS Fluent solution. The comparison is presented in
the form of a plot as well, where simulated points are extremely close to the analyt-
ical solution, for different values of k. OpenFOAM provides excellent results when
compared to the commonly used comercial CFD software ANSYS Fluent too. The
authors illustrate the case studied with isotherms in different mesh grid distribu-
tions, comparing the associated error difference between them and concluding that a
50x50 mesh grid would be accurate enough to simulate the phenomena. This result
is interesting due to its mesh analysis, which is very important as a preliminary
conclusion in any numerical work, saving time in computer processing. DA CUNHA
[7] provides a relevant verification of the lid-driven cavity problem, comparing with
the literature, for different Reynolds number, showing that the Stream function-
Vorticity formulation generates accurate results. The author also shows graphical
results of the flow around a cylinder and the oscillation of the drag force.

The different methods presented in this section are well-known methods for com-
putational fluid mechanics problems. After presenting their results, the next step
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is to analyze the different approaches to multiphase flow simulation, which is an
important aspect in biofuel particle emission analysis. The step that follows is to
couple fluid mechanics study with particles subjected to drag and buoyancy in a
flow, analyzing and evaluating methods for such simulation, going through mathe-
matical models that describe and characterize all relevant aspects and phenomena
in the fluid-particle interaction.

When solid-liquid mixtures are studied, researchers often come across separation
methods, such as centrifuge, cyclones or hydrocyclones. HOFFMANN et al. [19]
state in their work the importance of hydrocyclones and provides an investigation
of its acting on liquids of varying viscosity. HOFFMANN et al. [19] offer both
numerical and experimental analyses of particle trajectories inside the equipment,
which, as described by them, are unexpected. The simulation type used is the
large-eddy one (LES). This work is particularly interesting because it denotes a
centrifugal flow, where the centrifugal force has great influence on the behavior of
particle trajectories. The software used is STAR-CCM+version 6.06.017 from CD-
Adapco and, since the technique used is LES, a spatial filter is applied to the flow
variables.

Another approach on multiphase flow simulation is presented by BARGHI [20],
by means of the commercial package ANSYS-Fluent. The main fluid is air and
was modeled with the κ − ε model, which is of great importance on turbulent flow
study and the values of κ and ε are calculated by BARGHI [20] through transport
equations. For droplet/particle motion, equation an Euler-Lagrange approach is
used, that is Newton’s Second Law of motion for the particle subjected to forces
made by the air flow (drag and buoyancy) and gravity. The same correlation for the
drag coefficient, CD, which the Shiller and Naumann one, is found in BORELLO
et al. [21], where the impact and adhesion of particles are modeled. An Euler-
Lagrange simulation is made in this work as well. BORELLO et al. [21] also provide
the kinetic energy equation for the particles that hit the walls in the simulated
body. It is an interesting discussion since many particles may be retained through
adhesion in the walls and can lead equipments to failure, equivalent to the fouling
phenomenon in compressors, as analyzed by BORELLO et al. [21]. The authors
use LES and RANS (Reynolds Avarage Navier-Stokes Simulation). Eq. (2.5) and
Eq. (2.6) show the variation in kinetic energy and the coefficient of restitution (e),
respectively.

∆K =
1

2
m∗v2

r,n −
1

2
m∗v2

i,n (2.5)

e2 = 1− ∆K
1
2
m∗v2

i,n

(2.6)
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GREIFZU et al. [22] present a good comparison between the commercial software
ANSYS and OpenFOAM’s open source solvers for Euler-Lagrange models using
RANS simulation. As observed, ANSYS uses the Shiller and Naumann expression
seen in BORELLO et al. [21] and BARGHI [20]. OpenFOAM, however has an
alternative and slightly different expression for spherical bodies, as seen in GREIFZU
et al. [22]. The authors also discuss the different kinds of coupling when simulating
a multiphase flow, which is whether the liquid phase suffers any influence on its
behavior from the solid particle phase. The case analyzed for comparison is the
backward-facing step (BFS). BARGHI [20] validated the code by comparing the
prill sizes of both measured and CFD analyses, resulting in values of same order.
BARGHI [20] also demonstrated simulation results by means of velocity fields of
air and droplets extracted from ANSYS, for three different designs and, according
to the author "the effects of air flow at the outlet as well as the outlet geometry
may also affect the dust escape from the tower", BARGHI [20]. HOFFMANN
et al. [19] showed an interesting comparison between particle tracks obtained from
the camera and the simulated trajectories. Both images are interestingly similar,
validating the simulated results. The authors also presented a plot for axial velocity
against radial position, confirming that particles and fluid that are closer to the
center move upwards (to the overflow exit) and the ones that are closer to the
walls, and therefore have a higher density, move downwards. The points are, then,
averaged, resulting in a well behaved curve. BORELLO et al. [21] also validated their
adhesion model through a real experiment comparison. Adhesion field images are
shown next to experiment photos, which were executed under the same conditions for
compressor blades. One interesting conclusion is that most deposits were induced by
the presence of large recirculation. The verification shown by GREIFZU et al. [22]
is important to prove the effectiveness of OpenFOAM’s solvers, when compared to
ANSYS’s well known Fluent software. Also, experiments generated points that were
coherent and form the same particle profile found on both simulation platforms. The
main conclusion is that "there are almost no discrepancies between the profiles from
OpenFOAM and ANSYS Fluent", [22]. Also, both are able to simulate turbulent
flows.

For porous region analysis, the work seen in [4] is used as reference for the
Darcy/Forchheimer formulation. The authors describe three different models to
describe a mixed region (porous and free) problem. The first one is the Navier-
Stokes/Darcy (NSD) model, the Navier–Stokes/Forchheimer (NSF) model and the
Penalization (PE) model. For the first two, the formulation is uncoupled, having the
interface connected by boundary conditions. As for the PE model, the whole domain
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is described with a single equation of momentum conservation, which simplifies the
solver. As stated by the authors, the PE method is a good approximation of the
physical problem, in spite of interface being more well represented by the first two.
This current work will be based on the PE method, since the interface is of low
interest for the purpose of this thesis. Figure 2.4 shows the comparison between the
models.

Figure 2.4: Three different models for flow in conjugated porous regions as seen in
[4]. When compared, NSD and NSF show sharp transition between the flow and
porous media regions, while the PE model presents a smooth transition between
regions. Additionally, the PE shows a lower parabolic profile for the poiseuille flow
and, as opposite, the NSF model presents an overshooting of the maximum value at
Height = 2.

A similar approach is also used by MESQUIDA [8], who makes use of a CFD
software to simulate a gasoline particle filter. The same consideration used in this
current work, assuming symmetry between the channels of the DPF, is also used
by the author, so that a two-dimensional approach could be used. MESQUIDA [8]
simulates the flow in a single channel for different Reynolds numbers and also con-
siders different turbulence models, using the Reynolds Average Numerical solution,
also referred to as RANS, approach.

After describing different methodologies for particle tracking in a continuous
fluid phase, a similar approach, using the finite element analysis for the fluid and a
Lagrangian formulation for the solid phase, will be demonstrated and its results for
different geometries will be shown throughout this work.
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Chapter 3

Governing Equations

3.1 The Continuous Phase

The continuous phase is modeled by following the principles of mass and
momentum balances. As seen in [12], the mass of a body is constant in time, which
can be represented with the integral below:

d

dt

∫
V

ρdV = 0 (3.1)

Here, t is time, ρ is density and V is the volume occupied by the fluid. Reynolds’s
Transport Theorem can be applied, resulting in the next sequence, where the
divergent theorem is used in the surface integral.

∫
V

∂ρ

∂t
dV +

∮
S

ρu · ndA = 0

Where u = (u, v) is the velocity field and n is the normal vector outward the surface
S. The divergent theorem, [12], is used in order to transform surface integral into
volume integral.

∫
V

[
∂ρ

∂t
+∇ · (ρu)

]
dV = 0
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Since the volume V is arbitrary, the infinitesimal volume is considered and divided
by dV , resulting in:

∂ρ

∂t
+∇ · (ρu) = 0 (3.2)

For linear momentum balance, the same theorem can be applied to Newton’s
second law, as presented next [12]:

d

dt

∫
V

ρudV =

∮
S

T · ndA+

∫
V

ρgdV

T is the stress tensor and g the gravitational field. The divergent theorem is used
again on all the surface integrals, providing the equation bellow:

∫
V

[
∂ρu
∂t

+∇ · (ρuu)

]
dV =

∫
V

∇ ·TdV +

∫
V

ρgdV

Combining with Eq. (3.2), and assuming that V is a generic volume, results in:

ρ

[
∂u
∂t

+ u · ∇(u)

]
= ∇ ·T + ρg (3.3)

The tensor T is given by the constitutive relation, as seen in [12]:

T = (−pe + κ∇ · u)I + µ

(
∇u + (∇u)T − 2

3
(∇ · u)I

)
(3.4)

Where µ is the dynamic viscosity, pe the equilibrium pressure, κ the expansion viscos-
ity and I the identity second order tensor. If the fluid is considered incompressible,
Eq. (3.2) and Eq. (3.3) become the Navier-Stokes equations for incompressible flows,
with mass continuity and momentum equations defined, respectively, as follows:
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∇ · u = 0 (3.5)

ρ

(
∂u
∂t

+ u · ∇u
)

= −∇p+ µ∇2u + ρg (3.6)

Here, p stands for pressure. The dimensionless variables for cases where a char-
acteristic velocity and length, U and L, respectively, are identified, found in an
expansion problem, are calculated as follows, where the subscript D indicates the
dimensional variable:

x =
xD

L
, u =

uD

U
, t =

tDU

L
, g =

gD

|gref |
, p =

pD
ρU2

κ =
κD
κref

, cp =
cpD
cpref

, µ =
µD

µref

, ρ =
ρD
ρref

(3.7)

Where the subscript ref refers to the reference variable to be considered. Replacing
the dimensional values by the relations in Eq. (3.7), one may find the continuity
and the momentum equations in the dimensionless form as follows:

∇ · u = 0 (3.8)

∂u
∂t

+ u · ∇u = −∇p+
1

Re
∇2u +

1

Fr2
g (3.9)

Re = UL/ν is known as the Reynolds number and Fr = U/
√
gL the Froude

number. In addition, for the cases where the characteristic velocity U is not
known and there is a temperature gradient ∆T responsible for convective flow, the
dimensionless form of u, t, T and p are given as:

u =
uDL

ν
, t =

tDν

L2
T =

TD
∆T

, p =
pDL

2

ρν2
(3.10)

14



The fluid’s properties in the dimensionless form for this case remain the same
as the previous one. Using Eq. (3.10), one may find the dimensionless form of the
continuity and momentum equation for buoyancy dominant effect, where T is the
temperature, as:

∂u
∂t

+ u · ∇u = −∇p+∇2u + (Ga−GrT )g (3.11)

Where Ga = gL3/ν2 is the Galileo number and Gr = gL3β∆T/ν2 the Grashof
number, with β representing the coefficient of thermal expansion. Then, the
generic governing equation for an incompressible fluid phase in its vectorial and
dimensionless form is given by Eq. (3.12), for which the dimensionless numbers
can be adapted for each case, making Re = 1.0 for the convective case and
Ga = 1/Fr2, Gr = 0, for the expansion one.

∂u
∂t

+ u · ∇u = −∇p+
1

Re
∇2u + (Ga−GrT )g (3.12)

As presented by BATCHELOR [12], the energy (e) balance differential equation
may be written as:

ρ
De

Dt
= T : ∇u+∇ · (k∇T ) (3.13)

Where the first term on the right hand side of the equation may be open as:

T : ∇u = −pe∇ · u+ κ(∇ · u)2 + 2µS : S (3.14)

With the tensor S defined as:

S =
1

2

(
∇u + (∇u)T

)
− 1

3
(∇ · u)I (3.15)
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Here, I is the identity tensor. If the fluid is considered incompressible and the
parcel responsible for mechanical energy dissipation (2µS : S) is neglected, energy
balance is reduced to:

ρcp

[
∂T

∂t
+ u · ∇T

]
= k(∇2T ) (3.16)

Where cp is known as the specific heat at constant pressure. Eq. (3.17) completes
the system of equations, providing a correlation for energy conservation in its
dimensionless form.

∂T

∂t
+ u · ∇T =

1

RePr

(
∇2T

)
(3.17)

Here Pr = ν/α is the Prandtl number. The resulted equations constitute the non-
linear system of equations to be solved by means of the finite element method.

3.2 The Porous Medium

As seen in [4], the process of filtration through porous media is modeled by the
linear relation between the fluid velocity and the pressure gradient in the porous
region, as shown in Eq. (3.18), where the linear coefficient is expressed by a term
related to the permeability coefficient, K, and the dynamic viscosity of the fluid, µ.

∇p = − µ
K
u (3.18)

Eq. (3.18) is known as Darcy Law, [4], which is commonly used for cases where
the Reynolds number associated to the characteristic pore size, δ, shown in Eq.
(3.19), is below 1.0.

Rep =
ρUδ

µ
(3.19)
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A general model, for any value of Rep, is known as Forchheimer equation, [4],
which accounts for the non-linear term |u|u, as shown below:

∇p = − µ
K
u− ρCF

K
|u|u (3.20)

Where CF is the inertial resistance coefficient and ρ, the fluid specific mass.
A diffusive term may also be considered, especially for highly porous media,

resulting in the Brinkman-Forchheimer equation, [4]:

∇p = − µ
K
u− ρCF

K
|u|u + µ∇2u (3.21)

A non-linear convective term is then added to Eq. (3.21) in order to have one
single formulation for an entire domain, with porous and non-porous media.

ρ

(
∂u
∂t

+ u · ∇u
)

+

(
µ

K
u +

ρCF

K
|u|u

)
ε = −∇p+ µ∇2u (3.22)

Where ε is either 1 or 0, depending if the region of the domain is porous or not,
respectively.

By introducing two new dimensionless numbers, the Darcy number (Da) and
the Forchheimer number (Fo), defined in Eq. (3.24) and Eq. (3.25), respectively,
the final dimensionless equation is obtained, as shown in Eq. (3.23).

∂u
∂t

+ u · ∇u +
1

ReDa
(u + Fo|u|u) ε = −∇p+

1

Re
∇2u (3.23)

Da =
K

L2
(3.24)

Fo =
ρCF

√
KU

µ
(3.25)

17



3.3 The Solid Phase

Following Newton’s second law, particles’ motion is modeled through the La-
grangian approach, as described by CROWE et al. [5]. Figure 3.1 shows the main
forces acting on spherical body subjected to an external flow of velocity u.

Figure 3.1: Schematic drag and buoyancy forces on a single particle in an incom-
pressible flow that reaches the body with a velocity u.

The balance between the buoyancy and gravity forces, FB, is given by Eq.
(3.26) and the drag force, [5], FD, is calculated in Eq. (3.27).

FB =
π

6
D3

p(ρp − ρf )g (3.26)

FD =
π

8
CDρfD

2
p|up − u|(up − u) (3.27)

The subscripts p and f refer to particle and fluid, respectively, ρp and Dp are the
particle’s specific mass and diameter, in that order, and CD is the drag coefficient.

Hence, Newton’s second law applied to solid bodies leads to:

∑
F = mp

dup

dt
(3.28)

mp
dup

dt
=
π

8
CDρfD

2
p|up − u|(up − u) +

π

6
D3

p(ρp − ρf )g (3.29)

All the geometric parameters, variables and properties are nondimensionalized
with respect to the ones in the continuous phase, as follows:
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ρp =
ρpD
ρfref

, up =
upD

uref
, u =

uD

uref
, D =

DD

L
, g =

gD

|gref |
(3.30)

Thus, Eq. (3.31) represents the dimensionless form of Eq. (3.29).

π

6
ρpD

3
p

dup

dt
=
π

8
CDD

2
p|up − u|(up − u) +Ga

π

6
D3

p(ρp − 1)g (3.31)

Depending on the case studied, uref can either assume the form U or ν/L.
Again, when the reference velocity U is a known quantity, Ga = 1/Fr2. The
discretization in time, making the first term in the right-hand side FD and the
second FB, gives:

un+1
p − un

p

∆t
=

FD + FB

mp

(3.32)

Where mp is the term in the left-hand side in Eq. (3.31), multiplying the
time derivative. The correlation above consists of Newton’s second law using a
finite difference method, in which convergence is completely dependent on the frac-
tion ∆t/mp. The drag coefficient is given by the Shiller and Naumann expression, [5]:

CD =
24

Rep

(
1 + 0.14Re0.687

p

)
(3.33)

The graphical representation of Eq. (3.33) is shown in Figure 3.2. For low
particle Reynolds number, Rep, Eq. (3.33) is approximately reduced to:

CD =
24

Rep
(3.34)

Where the particle Reynolds number is given by:
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Rep = Re
Dp|up − u|

µ
(3.35)

Figure 3.2: Drag coefficient as a function of Rep, [5].

3.4 The Final Set of Differential Equations

After defining the entire formulation of the problem, the final set of differential
equations to be solved by the methods presented throughout this work is:

Du
Dt

+
1

ReDa
(u + Fo|u|u) ε = −∇p+

1

Re
∇2u + (Ga−GrT )g (3.36)

∇ · u = 0 (3.37)

DT

Dt
=

1

RePr

(
∇2T

)
(3.38)

π

6
ρpD

3
p

dup

dt
=
π

8
CDD

2
p|up − u|(up − u) +Ga

π

6
D3

p(ρp − 1)g (3.39)
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The variable ε is used as a switch between the two possible regions defined below:

• Ωf : the region where the fluid is free to flow, following the Navier-Stokes
equations;

• Ωp: the region where a porous medium is present and the Darcy/Forchheimer
equation governs the problem.

Hence, by observing Eq. (3.36), ε will assume the values of 0 in Ωp and 1 in Ωf .

3.4.1 General Boundary Conditions

As described by ANJOS [23], boundary conditions are important aspects to
characterize differential equations, such as the ones shown in this work. A brief
description of the main boundary conditions used in this work is presented next:

• No-slip condition: The velocity vector is set to null value, characterizing the
fluid at rest close to walls, [23];

• Prescribed values of velocity and temperature: Generally, the inlet velocity has
a known value and some boundaries may have fixed temperatures. Thus, this
kind of boundary condition is used, known as Dirichlet boundary condition for
velocity;

• Prescribed value of pressure: Normally set as p = 0 in the outflow, this con-
dition is used to determine unknown exit conditions of the flow, as described
in [23], where the velocity gradient is null (homogeneous Neumann boundary
condition for velocity);

• Symmetry condition: In order to simplify more complex and yet symmetrical
geometries, this boundary condition is used, in which only the normal velocity
component is prescribed;

• Insulated surface: In this case, there is no heat flux from or to the exterior of
the surface. Thus the temperature gradient is null (homogeneous Neumann
boundary condition for temperature).
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Chapter 4

The Finite Element Analysis

4.1 The Variational Form

As denoted in [24], to determine the variational form, also known as the weak
formulation, two classes of functions, from the Sobolev space, must be defined for
the trial solutions and the weight functions. The definitions are as follows:

H1(Ω) =

{
u ∈ L2(Ω),

∂u

∂xi
∈ L2(Ω), i = 1, 2, ...n

}
(4.1)

Where L2(Ω) is the space of square-integrable functions:

L2(Ω) =

{
u : Ω→ <,

∫
Ω

u2dΩ <∞
}

(4.2)

Defining:

UuΓ
(Ω) =

{
u ∈ H1 : u = uΓ in Γ1

}
(4.3)

PpΓ
(Ω) =

{
p ∈ H1 : p = pΓ in Γ2

}
(4.4)

τTΓ
(Ω) =

{
T ∈ H1 : T = TΓ in Γ3

}
(4.5)
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Where Γ1, Γ2 and Γ3 are, respectively, the boundaries for velocity, pressure and
temperature.

Thus, the weak form is obtained by multiplying each of the governing equation
by the weight functions w, q and r, associated with velocity, pressure and tempera-
ture, respectively, whose spaces are defined as:

WwΓ
(Ω) =

{
w ∈ H1 : w = 0 in Γ1

}
(4.6)

QrΓ
(Ω) =

{
q ∈ H1 : q = 0 in Γ2

}
(4.7)

RrΓ
(Ω) =

{
r ∈ H1 : r = 0 in Γ3

}
(4.8)

The formulation is, then, transformed into the equations below:

∫
Ω

Du
Dt
·wdΩ = −

∫
Ω

∇p ·wdΩ +
1

Re

∫
Ω

(
∇2u

)
·wdΩ

+

∫
Ω

Gag ·wdΩ−
∫

Ω

GrTg ·wdΩ (4.9)

∫
Ω

q∇ · udΩ = 0 (4.10)

∫
Ω

DT

Dt
rdΩ =

1

RePr

∫
Ω

(
∇2T

)
rdΩ (4.11)

The Green theorem, [24], is applied to the following terms:

∫
Ω

(
∇2u

)
·wdΩ = −

∫
Ω

(∇u : ∇w) dΩ +

∫
Γ

(w · ∇u · n) dΓ (4.12)

∫
Ω

(
∇2T

)
rdΩ = −

∫
Ω

(∇T · ∇r) dΩ +

∫
Γ

(r∇T · n) dΓ (4.13)

∫
Ω

∇p ·wdΩ = −
∫

Ω

p∇ ·wdΩ +

∫
Γ

(pw · n) dΓ (4.14)
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Since, in this work, all boundary conditions are either Dirichlet or homogeneous
Neumann and the prescribed pressure is null, the final variational form is given by:

∫
Ω

Du
Dt
·wdΩ =

∫
Ω

p∇ ·wdΩ− 1

Re

∫
Ω

(∇u : ∇w) dΩ

+

∫
Ω

Gag ·wdΩ−
∫

Ω

GrTg ·wdΩ (4.15)

∫
Ω

q∇ · udΩ = 0 (4.16)

∫
Ω

DT

Dt
rdΩ = − 1

RePr

∫
Ω

(∇T · ∇r) dΩ (4.17)

4.2 The Galerkin Method

The Galerkin Method, [24], consists of an approximation of the continuous vari-
able to a discrete representation. Then, the shape functions ,Ni, are used, in order
to interpolate the values in the nodes seen in Figure 4.1, for the MINI and the
quadratic elements, where i and j are the local number of the point, corresponding
to the global value k.

Figure 4.1: Element’s nodes representation, with local (i) and respective global (k)
numbers, for the MINI (left) and quadratic (right) kinds. The scheme also denotes
the points where pressure, temperature and velocity are calculated.
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Given the element, it is composed by a total of NP points, for which the
velocities u and v are calculated, and NV vertices, where pressure and temperature
are associated. The difference between the two is that NV does not account for
the centroid, in the MINI element, or the mid-points, in the quadratic one, seen
in Figure 4.1. The total values of vertices and points in the mesh are referred to
as NVtotal and NPtotal, respectively. For each element, the variables and weight
functions may be approximated by:

u ≈
NP∑
i=1

Ni(x, y)ui, v ≈
NP∑
i=1

Ni(x, y)vi, p ≈
NV∑
i=1

Li(x, y)pi, T ≈
NV∑
i=1

Li(x, y)Ti

w ≈
NP∑
j=1

Nj(x, y)wj, q ≈
NV∑
j=1

Lj(x, y)qj, r ≈
NV∑
j=1

Lj(x, y)rj

Where the shape functions Ni of the MINI element, for i = 1, 2, 3, are determined by:

Ni = Li − 9L1L2L3, i = 1, 2, 3

N4 = 27L1L2L3

As for the quadratic elements, the shape functions are defined as:

Ni = (2Li − 1)Li, i = 1, 2, 3

N4 = 4L1L2, N5 = 4L2L3, N6 = 4L1L3

The Li terms, for i = 1, 2, 3, are the linear element’s shape functions, calculated
by means of the barycentric coordinate system. Therefore, the elements used in
this work, called MINI and quadratic, are from the Taylor-Hood family and the
first one represents the most simple triangular element that satisfies the Ladyzhen-
skaya–Babuška–Brezzi (LBB) condition, [23], so that no artificial stability is added
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to the Navier-Stokes equations. For the base element, in the (L1, L2) coordinate
system , shown in Figure 4.2, the appropriate shape functions are shown in Figures
4.3 and 4.4 for the MINI and quadratic kinds, respectively.

Figure 4.2: Base element in the (L1, L2) coordinate system. This coordinate system
is chosen to coincide with the linear element’s shape functions, denominated L1, L2

and L3 = 1− L1 − L2.

Figure 4.3: MINI element shape functions, (a)N1, (b)N2, (c)N3, (d)N4, as functions
of L1 and L2, the coordinate system of the base triangle.
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Figure 4.4: Quadratic element shape functions, (a)N1, (b)N2, (c)N3, (d)N4, (e)N5,
(f)N6, as functions of L1 and L2, the coordinate system of the base triangle.

Substituting the approximated variables, as well as the weight functions approx-
imated form, into the governing equations and using the index notation leads to:

∑
e

∫
Ωe

DNiui
Dt

Njwxj
dΩ−

∑
e

∫
Ωe

∂Niwxi

∂x
LjpjdΩ+

1

Re

∑
e

∫
Ωe

(
∇Niui · ∇Njwxj

)
dΩ

−
∑
e

∫
Ωe

GaNigxi
Njwxj

dΩ +
∑
e

∫
Ωe

GrNiT
+
i gxNjwxj

dΩ = 0 (4.18)

∑
e

∫
Ωe

DNivi
Dt

NjwyjdΩ−
∑
e

∫
Ωe

∂Niwyi

∂y
LjpjdΩ+

1

Re

∑
e

∫
Ωe

(
∇Nivi · ∇Njwyj

)
dΩ

−
∑
e

∫
Ωe

GaNigyiNjwyjdΩ +
∑
e

∫
Ωe

GrNiT
+
i gyNjwyjdΩ = 0 (4.19)
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∑
e

(∫
Ωe

Liqi
∂Njuj
∂x

dΩ +

∫
Ωe

Liqi
∂Njvj
∂y

dΩ

)
= 0 (4.20)

∑
e

(∫
Ωe

DLiTi
Dt

LjrjdΩ +
1

RePr

∫
Ωe

(∇LiTi · ∇Ljrj) dΩ

)
= 0 (4.21)

The term T+ is the temperature interpolated at the centroid or mid-point nodes
of the elements, by interpolating the temperature values in the vertices, using the
respective shape functions of each element. Since the weight functions appear on
both sides of each respective equation, they may be eliminated. Grouping and
rearranging the terms, the matrices of the linear systems are presented as follows:

Mij =
∑
e

(∫
Ωe

NiNjdΩ

)
, Kij =

∑
e

(∫
Ωe

∇Ni · ∇NjdΩ

)

Gxij
=
∑
e

(∫
Ωe

∂Ni

∂x
LjdΩ

)
, Gyij =

∑
e

(∫
Ωe

∂Ni

∂y
LjdΩ

)

M∗
ij =

∑
e

(∫
Ωe

LiLjdΩ

)
, K∗

ij =
∑
e

(∫
Ωe

∇Li · ∇LjdΩ

)

Finally, the coupled linear system for pressure and velocity, in matrix form, may
be written as:

{M}D{u}
Dt

+
1

Re
{K}{u} − {Gx}{p} = Ga{M}{gx} −Gr{M}{T+}gx (4.22)

{M}D{v}
Dt

+
1

Re
{K}{v} − {Gy}{p} = Ga{M}{gy} −Gr{M}{T+}gy (4.23)

{Dx}{u}+ {Dy}{v} = 0 (4.24)

Where Dx = GT
x and Dy = GT

y . The temperature is calculated from a separate
linear system, as follows:

28



{M∗}D{T}
Dt

+
1

RePr
{K∗}{T} = 0 (4.25)

4.3 The Semi-Lagrangian Formulation

After discretizing the spacial derivatives through the finite element method,
time derivatives must be discretized as well. Since the material derivative of the
velocity results in a non-linear term, a lagrangian approach for that term is used,
considering a generic variable ψ, that can either be u, v or T . The Lagrangian
formulation is, then:

Dψ

Dt
≈ ψ − ψd

∆t
(4.26)

Where the subscript d denotes the variable’s value at the previous time step in
the location the fluid particle occupied (xd) at the previous time step. Figure 4.5
explicits how the semi-lagrangian method is made for one arbitrary node.

Figure 4.5: Scheme of the semi-lagrangian formulation showing how the position
xd, at the previous time step td, is determined. The vector −u∆t is used for said
calculation, where u is the velocity of the fluid particle located at the position x of
the node.
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After determining the position xd = x − u∆t, where u is the fluid velocity and
x, the mesh node’s position, the variables ud, vd and Td are calculated by means of
the interpolation of such variables’ values in the points of the element that contains
the fluid particle at time td. For u and v, an extra step is taken, that consists in
interpolating the values found in the vertices for the centroids, in the case of the
MINI elements, or mid-points, for the quadratic ones.

A search algorithm was built in order to optimize the element mapping to find
where the position xd is located in the mesh, by calculating nearest distances from
xd to the neighbor points’ coordinates. Such step is repeated in a loop, for each point
in the mesh, until all the xd positions are attributed to their respective containing
element. The implemented algorithm has the ability to handle possible unwanted
phenomena, such as when the point determined at time td, with coordinate xd, is
outside the domain. In that case, the nearest point to the one located at xd will
be located in the boundary after at least three iterations, leading to the conclusion
that xd does not belong to the domain and, therefore, the nearest boundary values
will be attributed to this point. Another optimization implemented is with respect
to points located on the walls of the domain, where the no-slip condition is imposed
(u = 0). In this case, the semi-Lagrangian step is skipped for said points, as well as
for the ones located in an in-flow boundary, where the velocity is constant.

Finally, the main system of equations, with respect to velocities and pressure,
is fully determined:



M
∆t

+
K
Re

0 −Gx

0
M
∆t

+
K
Re

−Gy

Dx Dy 0




u

v

p

 =



M
∆t

ud +GaMgx −GrMT+gx

M
∆t

vd +GaMgy −GrMT+gy

0


(4.27)

The total dimensions of the matrix at the left-hand side is, therefore,
(2NPtotal +NVtotal)× (2NPtotal +NVtotal). Similarly, the temperature system, with
dimensions NVtotal ×NVtotal, is set to be as follows:
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
1

∆t
M∗ +

1

RePr
K∗



T
 =


1

∆t
M∗Td


(4.28)

After building the assembly, the Dirichlet boundary conditions are imposed to
the system and the final solution is calculated.

The formulation presented in this section for non-porous media, using the Navier-
Stokes formulation can be easily adapted for porous or mixed flows by modifying
the left-hand side of Eq. (4.27) as follows:



M
∆t

+
K
Re

+
M

ReDa
(I + FoU) ε 0 −Gx

M
1

∆t
+

K
Re

+
M

ReDa
(I + FoU) ε −Gy

Dx Dy 0


(4.29)

Here,U and ε are the diagonal matrices of the modulus of the velocity at the previous
time step and the ε values, respectively, in each point of the discrete domain, and
I, the identity matrix of order NPtotal ×NPtotal. The right-hand side of the system
of equations remains unaltered.

The complexity of the integrals that define the block matrices seen above depends
on the type of element used. In this work, the analytical solution for the MINI
element was compared to the numerical one, using the Gaussian Quadrature, [25].
Although the accuracy of the numerical method was high, approaching to the values
obtained analytically, the computational cost was considerably higher. Thus for this
element, the analytical solution was used.

As for the quadratic elements, the complexity of the element required the use of
the same numerical method, that had been proven to be accurate for the previous
element. Even with a higher computational cost, a quadratic element is preferable
over the MINI element, due to numerical diffusivity reduction, providing better
results.
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Chapter 5

Computational Implementation

5.1 Code Organization

The computational implementation of the Finite Element Method solver is made
by means of the programming language Python, [6]. Said language is a script-type
language and provides several advantages among others, due to its simplicity in
implementation and robust Object Oriented Programming (OOP) features. Python
also has a variety of packages that provide efficient linear algebra calculations and
graphical features with libraries like Numpy, Scipy, MatplotLib and PyQt, among
others.

The entire structure of the code was made using OOP, making possible its easy
adaptation to improvements, such as the Darcy/Forchheimer inclusion. Figure 5.1
shows how the class hierarchy was thought and implemented.

Figure 5.1: Chart representing the classes in the code implementation using Object
Oriented Programming (OOP) in Python, [6].
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A brief summary of each main classes presented above, as well as how they
interact. is presented next:

• FEM is a static class where the entire Finite Element Method is implemented.
All the global matrices are built and contour and initial conditions are applied.
The system of equations is then solved.

• SemiLagrangian contains the semi-lagrangian formulation used by the FEM
class to calculate time derivatives for u and T .

• Export is the class used to export results of all fields and particles in the .vtk
format to be post-processed.

• SetCase is responsible for receiving the input parameters, initial and bound-
ary conditions, that are given via an .xml file. It also loads specific .vtk with
the fields if the initial condition is set to be from a specific time step other
than the initial one.

• Mesh class loads the .msh file generated in the software Gmsh and generates
the structures necessary to be received by the FEM class. It also builds lists
of nodes and elements.

• Element is designed to receive all the information regarding each element of
the mesh, such as nodes, centroids and other neighbor elements.

• Node is similar to the element class, but stores information related to each
node in the mesh, including the elements it belongs to.

• Fluid objects receive not only fluid parameters, like dimensionless numbers,
but also the lists of field values for each time step, such as velocity, temperature
and pressure.

• ParticleCloud is responsible for storing all the parameters related to particles
and create a list of Particle objects. It also determines, for each time step,
the element where each particle occupies.

• Particle takes each particle’s characteristics, like diameter, density, position
and velocity.

The .msh file, to be loaded by the Mesh class is obtained through the open
source software Gmsh. An example of mesh can be seen in Figure 5.2.
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Figure 5.2: Unstructured mesh of a complex geometry containing 1626 elements and
883 vertices from Gmsh.

All the inputs of the simulation are defined in an .xml file and an example is
shown in Figure 5.3.

Figure 5.3: Input example from .xml file showing parameters and boundary con-
ditions for the analyzed case. The mesh used is shown in the parameter called
"name".

An example of the solver calling from command line for an initial time step of
10, an end time step of 100 and an interval of 0.1 is shown below:

FEMsolver -i 10 -e 100 -t 0.1 -f "Cases/poiseuille/poiseuille.xml"
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5.2 The Graphical User Interface (GUI)

A Graphical User Interface (GUI) was developed to help with .xml file manip-
ulation, such as saving and loading features implementations that enhance user
experience. Users may run the GUI version and either fill up all the text boxes cor-
responding to parameters, mesh file’s path and boundary conditions or load them
from a previously saved simulation. Figure 5.4 shows the software main tab.

Figure 5.4: Graphical User Interface (GUI) main tab, where all simulation param-
eters can be set, as well as boundary conditions. Both can be saved in a .xml file
and loaded to this tab.

Since the library PyQt was used, the software is cross-platform, which means it
can be run in different operational systems, like Windows and Linux.

When the "Run" button is hit, the simulation starts and goes on until the "Stop"
button, now replacing the "Run", is pressed. As soon as the first results are gener-
ated, the simulation can be watched in real time by switching to the "Output" tab
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on the top left corner of the main window. An example of simulation is shown in
Figure 5.5.

Figure 5.5: Graphical User Interface (GUI) output tab, where the real-time sim-
ulation can be observed. In this example, a Poiseuille flow with particles is being
run.

The buttons to the upper right corner of the tab are for scale adjustment, field
selection and normal plane selection. Thus, even though the data can be analyzed in
a software like Paraview afterwards, preliminary analysis can be made beforehand
with this tool.
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Chapter 6

Verification and Physical Analysis

The implementation was made and run using an Intel(R) Core i7-4510U proces-
sor, with 8.0 GB RAM. A mesh with 2000 MINI elements in average took about 2
s/iteration to run in said device, while the quadratic mesh, with the same number
of elements would take about 3.5s/iteration. The initial results are presented next.

6.1 The Lid-driven Cavity

This common CFD problem consists in a cavity, where the upper boundary moves
with constant horizontal velocity. This induces a velocity field along the cavity, for
Re = 100. For this case Gr = 0 and Ga = 1/Fr2 = 10−4, where Fr = U/

√
gL is

the Froude number. The mesh used has 2744 quadratic elements and 5625 points.
Figure 6.1 shows the boundary conditions for this case, considering that the fluid
starts at completely null velocity field, with a characteristic length L = h.

Figure 6.1: Boundary conditions for the lid-driven cavity problem, for Re = 100.
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Since all pressure boundary conditions are of the type homogeneous Neumann,
a reference point must be assigned with a value, like p = 0.

The simulated results for horizontal and vertical velocities are shown in Figure
6.2.

(a) (b)

Figure 6.2: Velocity fields in the (a) horizontal and (b) vertical directions for the
lid-driven cavity problem, for Re = 100.

The velocity fields along the vertical and horizontal lines that pass through the
midpoint of the square domain are compared to the results seen in [7]. Figure 6.3
shows the comparison between the current work, using MINI and quadratic elements,
and the literature.

Figure 6.3: Verification of the lid-driven cavity problem, for Re = 100, with [7].

The result presented is double-validated, since DA CUNHA [7] also validates his
simulation with the literature, and shows that the implementation in this work was
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adequate, for both kinds of elements. The ideal number of elements was obtained
with a mesh convergence analysis based on the maximum vertical velocity:

Figure 6.4: Mesh convergence analysis for the lid-driven cavity problem, doubling the
size of the mesh at each analysis. Mesh convergence analysis is useful to determine
the ideal number of elements in the mesh, avoiding computational processing waste.

6.2 The Backward-facing Step Problem

The next common case known in the literature is the Backward-facing
Step, where the fluid enters in a fully developed regime into the entry chan-
nel, which is the Poiseuille profile, as shown in [9]. In Figure 6.5, the scheme of
the domain and boundary conditions is shown, where the velocity profile is given by:

u = um

[
1−

(
2y

h

)2
]
î (6.1)

Where um is the maximum velocity in the fully developed regime, with y ranging
from −h/2 to h/2. For the Poiseuille problem [12], such value is calculated as:

um =
3

2
u0 (6.2)
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Here, u0 is the average velocity, corresponding to the inviscid flow velocity with the
same mass flow rate as this one.

Figure 6.5: Boundary conditions for the backward-facing step problem.

The results were evaluated and compared to the ones obtained by ERTUK [9],
for a Reynolds number of 800. Figure 6.6 shows the horizontal velocity field along
with the stream lines for when the permanent regime is reached for part of the entire
domain considered. A 164311 element mesh was used in the same domain used in
[9], with a time step of 0.01.

Figure 6.6: Horizontal velocity field and stream lines for the backward-facing step
problem, for Re = 800. The recirculation positions, X1,X2 and X3, are also shown.

As can be seen, the fluid goes down the backward-facing step and, in order
to obey mass conservation, the maximum velocity is reduced by the end of the
channel, with a bigger cross-sectional area. Two recirculation zones are observed,
as predicted in [9], for a Reynolds number as high as 800. It is noticeable that, for
regions that are located away from the step, the flow resembles a Poiseuille profile.
Although qualitatively the stream lines seem adequate, with two recirculation zones,
the lengths diverge from the ones found in [9]. Table 6.1 shows the comparison.

Table 6.1: Comparison of recirculation lengths, X1,X2 and X3, with [9].

Present Study Literature [9]
X1 7.5 11.8
X2 5.2 9.5
X3 11.9 20.6
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The divergence of the results shows that numerical diffusion is still present in
this work and, in spite of the low time step, quadratic elements used and refined
mesh, in cases like this, become somehow relevant.

6.3 Flow in a Channel with Obstacle

Another common study case is the flow in a channel with a cylindrical obstacle,
as presented by DA CUNHA [7], in a similar study. For this example, a permanent
regime is never reached, since it is expected an oscillating flow past the cylinder. A
quadratic 2202 element mesh was used, with Re = 1000.

Figure 6.7: Boundary conditions for the in a channel with obstacle.

The transient results are shown in Figure 6.8, for different time steps.

(a) t = 5

(b) t = 30
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(c) t = 100

(d) t = 150

(e) t = 210

(f) t = 300

Figure 6.8: Horizontal velocity field for the flow in a channel with obstacle, with
Re = 1000 and Ga = 1/Fr2 = 10−4.

As can be noticed, the flow past the cylinder oscillates, for a Reynolds number
of 1000. A similar conclusion is shown in the work developed by DA CUNHA [7],
where the stream function-vorticity formulation is used. Such behavior of the fluid
is also responsible for drag, lift and vorticity oscillation, as shown in [7].
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6.4 The Cavity with Natural Convection

The problem consists in a confined recipient with a temperature difference be-
tween the two side walls. Figure 6.10 shows the stream lines induced by temperature
gradient, for Re = 1, Pr = 70.0, Ga = 10 and Gr = 100, in a mesh with 1134 ele-
ments and 568 vertices. The boundary conditions are shown in Figure 6.9.

Figure 6.9: Boundary conditions for the natural convection problem.

Figure 6.10: Temperature field with stream lines in the natural convection problem.

The horizontal and vertical velocity fields that generate the stream lines above
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are shown in Figure 6.11.

(a) (b)

Figure 6.11: Velocity fields in the (a) horizontal and (b) vertical directions for the
cavity with natural convection problem.

Figure 6.12 shows how particles behave when the induced velocity field starts to
act over them. Particles tend to rotate around the mid point of the domain, as was
expected when analyzing the stream lines. A single particle is highlighted in red
for better visualization. For this and future example, the time step for particulate
positions calculations is 1/10 of the simulation time step.

(a) t = 0 (b) t = 20
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(c) t = 40 (d) t = 60

Figure 6.12: Particles’ motion at different time steps for the natural convection
problem.

As the velocity field is induced by the temperature gradient, the randomly dis-
tributed particles start to move in the cavity, according to the natural convective
flow.

6.5 The Expansion with Heat Transfer

This case study shows the behavior of fluid and solid phases when subjected to
an increase in cross section area to the main flow. Figure 6.13, with the boundary
conditions, shows that the fluid enters the chamber at null dimensionless tempera-
ture and the three cylinders, at T = 1.0, heat up the fluid, as shown in Figure 6.15,
for a mesh with 1770 elements and 883 vertices.
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Figure 6.13: Boundary conditions for the expansion problem.

Figure 6.14 describes the stream lines for Re = 1000, Pr = 0.7, Gr = 0 and
Ga = 1/Fr2 = 10−4. Recirculation regions appear as the fluid hits the region with
a bigger cross-sectional area, mainly due to a high Reynolds Number.

Figure 6.14: Stream lines in the expansion problem, for Re = 1000.
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Figure 6.15: Temperature field in the expansion problem, for Re = 1000 and Pr =
0.7.

It is noticeable that the temperature field follows the stream lines’ behavior,
especially in the recirculation region. Such behavior is also seen in particles’ motion,
as presented in Figure 6.16.

(a) t = 10 (b) t = 50
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(c) t = 100 (d) t = 150

(e) t = 200 (f) t = 250

Figure 6.16: Particles’ motion at different time steps, for Re = 1000.

The sequence shows how light particles end up trapped in the recirculation region
and only a few of them get passed through the cylinders. In terms of particle
pollution control, that represents an important result as emission to atmosphere
may be reduced with a simple mechanism.

6.6 The Poiseuille with Porous Region Flow

As a first example of the Darcy/Forchheimer model described in this work, the
simplest case was chosen, which is the Poiseuille problem with two regions: Ωf , for
the free flow, and Ωp, for the porous one. As shown in Figure 6.17, in the inlet
boundary, the velocity was assumed as the fully developed value as seen in the
backward-facing step case.

The porous medium used in this work is considered to be a continuous medium,
where a the parameter of porosity is responsible for the pressure gradient. Also, for
particle retention, in the next examples, the cut-off velocity, for which the particle
is retained, is defined as 5% of the inlet fluid’s velocity.
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Figure 6.17: Boundary conditions for a Poiseuille with porous region flow, for Re =
100.

The simulation was made using a quadratic element mesh, with 3966 elements
and a total of 8167 points. In Figure 6.18, it is noticeable the transition between
regions, since the velocity profile in the porous region is expected to have a lower
peak. For this example, Re = 100, Ga = 1/Fr2 = 10−4, Da = 0.025, Fo = 2.0 and
Pr = 0.7.

Figure 6.18: Horizontal velocity field for the Poiseuille with porous region flow, for
Re = 100, Da = 0.025 and Fo = 2.0.

The temperature field, as noticed in Figure 6.19, is considerably affected by the
porous medium, since there is a change in velocity, which influences the convective
term of the energy equation.

Figure 6.19: Temperature field for the Poiseuille with porous region flow, for Re =
100, Da = 0.025, Fo = 2.0 and Pr = 0.7.

Figures 6.20 and 6.21 show the horizontal velocity and pressure variations along
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the horizontal mean line of the domain (y = 0) for different values of the Darcy
number, Da.

Figure 6.20: Velocity field along the horizontal axial line for the Poiseuille with
porous region flow, for different values of Darcy number (Da).

Figure 6.21: Pressure field along the horizontal axial line for the Poiseuille with
porous region flow, for different values of Darcy number (Da).

As expected, in the Ωp region (x > 0), pressure values drop in a steeper rate
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than that seen in Ωf (x < 0). That is due to the resistance imposed by the Darcy
and Forchheimer terms in Eq. (3.23), which are null in Ωf . Also, due to the change
in the differential equation from one region to the other, the frontier may cause
instabilities in the velocity field, as shown in Figure 6.20, depending on the value of
the Darcy number. If the case to be studied requires a low Darcy number, special
treatments on the frontier must be considered, mainly in cases where the velocity
field is normal to the surface, like this one. The numerical instability occurs due to
the sudden change of resistance imposed by the Darcy/Forchheimer term, containing
a non-linear parcel.

6.7 The Flow over Porous Medium

After analyzing qualitatively the Darcy/Fochheimer model for mixed porous/free
media in the previous example, this section is intended to compare the results ob-
tained from [4] and the ones simulated in this current work. For that, a quadratic
element mesh with 9248 triangular elements and a total of 18879 points was used.
Figure 6.22 shows the domain analyzed.

Figure 6.22: Boundary conditions for the flow over porous medium, for Re = 6, 38,
Da = 0.373, Fo = 1.952 and Ga = 1/Fr2 = 10−4.

In order to describe the boundary conditions for each boundary, Table 6.2 was
built, according to [4].

Table 6.2: Boundary conditions for the flow over porous medium problem, [4].

Boundary Horizontal vel. Vertical vel. Pressure
γ1 u = y(4− y) ∇v · n = 0 ∇p · n = 0

γ2 u = 0 v = 0 ∇p · n = 0

γ3 ∇u · n = 0 ∇v · n = 0 p = 0

δ1 u = 0 ∇v · n = 0 ∇p · n = 0

δ2 ∇u · n = 0 v = 0 ∇p · n = 0

δ3 ∇u · n = 0 ∇v · n = 0 p = 0
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As seen in Table 6.2, in walls δ1 and δ2 only the the non-penetrability condition
for velocity is imposed (u · n = 0) and not the no-slip one. Also, the total length
of the channel is 50 and the total height 7, being the horizontal axis located at
the interface of the media, located 3 units of length above the bottom interface, so
that the Poiseuille condition at γ1 is u = y(4 − y). The simulation for Re = 6, 38,
Pr = 0.7, Da = 0.373, Fo = 1.952 and Ga = 1/Fr2 = 10−4 is presented below, in
Figure 6.23.

Figure 6.23: Horizontal velocity field for the flow over porous medium, for Re = 6.38,
Da = 0.373, Fo = 1.952 and Ga = 1/Fr2 = 10−4.

The velocity field resembles the Poiseuille flow for the Ωf region due to the high
resistance imposed by the porous medium Ωp. However, as shown in Figure 6.24, in
the region close to the inlet boundary, the velocity field is present, as can be seen
by vector representation.

Figure 6.24: Velocity field represented by vectors in the entry region for the flow over
porous medium, for Re = 6, 38, Da = 0.373, Fo = 1.952 and Ga = 1/Fr2 = 10−4.

A recirculation zone is formed near the entry boundary, although with modest
values of velocity, since it happens in the porous medium. Along the channel, the
flow reaches a fully developed regime, so the outlet boundaries are analyzed and
compared to [4].

The models presented in [4] were previously presented in the Literature Review
section. As stated by the authors, the penalization method (PE), equivalent to the
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one used in this work, is a good approximation, in spite of the inaccurate result along
the interface of the regions. The horizontal velocity profile of the simulation is then
plotted along with the ones obtained by the authors in [4] at the outlet composed
by γ3 ∪ δ3, in Figure 6.25.

The NSF and the NSD models explained in [4] are taken as reference, since,
according to the authors, they provide a more accurate solution to the problem.
Hence, in spite of the PE method’s graphical result is not comprised between those
two lines, for most of the Ωf region, the equivalent developed in this work is, except
for the portion near the interface, as was already expected. In the Ωp region, this
solution approaches to the PE method’s one, for values of y away from the interface.

The model presented here is, therefore, considered accurate enough to simulate
not only porous systems but also mixed systems where both porous and free regions
are present.

Figure 6.25: Verification of the Darcy/Forchheimer model implemented, [4], for
Re = 6, 38, Da = 0.373, Fo = 1.952 and Ga = 1/Fr2 = 10−4.

It is important to say that, despite the divergences, all models must respect mass
conservation rule. For that reason, the PE method presents a peak in velocity lower
than the others but a less steep velocity decay in the Ωp domain and also the NSF
model has the highest maximum velocity and the lowest constant velocity in Ωp.
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Chapter 7

The Diesel Particulate Filter (DPF)

7.1 The Structure of the DPF

Diesel-powered engines are responsible for a major source of air pollution, ac-
cording to WANG [26]. Besides pollution caused by gas emissions, like NOx and
CO, [27], there is also the one caused by particulate matter that is also emitted in
the process. Hence, a wall-flow type of filter, [26], is used, in order to retain part of
the soot that comes from the engine.

The DPF is composed by small parallel channels, generally of square cross-
sectional area, [26], through which the air filled with solid particles flow and, when
in contact with the walls and the pressure gradient, gets filtered as particles are cap-
tured by the structure of the porous wall. Figure 7.1 shows the schematic drawing
of the DPF structure.

Figure 7.1: Schematic drawing of the DPF. The structure resembles a honeycomb,
through which the fluid enters and gets filtered.
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The structure presented in Figure 7.1 resembles a honeycomb, where the square-
shaped cross-sectional area is visible through an axial cut view. As described in
[8], the DPF is located downstream a Diesel Oxidation Catalyst (DOC), which is
responsible for oxidizing hydrocarbons (HC) and carbon monoxides (CO). The
DPF and the DOC compose a system of filtration of gases that are emitted to
atmosphere. A closer view of a single channel is shown in Figure 7.2, where the
fluid’s and particles’ trajectories are described.

Figure 7.2: Schematic drawing of the DPF’s channel, [8], where the filtration system
is evidentiated. The analyzed region is comprised within the dashed red line.

Although most particles are retained in the porous walls, some amount make
their way through the outlet channels. A single channel is used to simulate the
flow behavior and particle filtration. For that, the region used is the one inside
the dashed rectangle in Figure 7.2, which is a small portion of a single channel,
away from both side walls, so that a two-dimensional approach is adequate. Since
channels are placed respecting a pattern, symmetry lines on the upper and lower
boundaries are considered.

7.2 Particulate Size Distribution

In order to evaluate the size distribution of the particulate matter emitted from
both diesel and biodiesel engines, a few concepts on statistics need to be defined.
As shown in Figure 2.3, [3], the size distributions have the aspect of a log-normal
distribution, in which the logarithm of the diameter (Dp) follows the normal curve,
described by PINHEIRO et al. [28]. Hence, the curve to be approximated is defined
in Eq. (7.2).

dN

d[log(Dp)]
=

N√
2πlog(σg)

exp

(
− log(Dp)− log(Dpg)

2log2(σg)

)
(7.1)
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Here, N is the total number of particles in the distribution per unit of volume and
Dpg and σg are the geometric mean diameter and standard deviation, respectively.
For discrete distributions the geometric properties are obtained from the mean
diameter logarithm and its standard deviation, as follows:

log(Dp) =
N∑
i=1

log(Dpi)

N
(7.2)

Using the property of the sum of logarithms leads to:

log(Dp) = log

(
N∏
i=1

Dpi

) 1
N

(7.3)

Where the geometric mean diameter is given by:

Dpg =

(
N∏
i=1

Dpi

) 1
N

(7.4)

The logarithm of the geometric standard deviation of the diameter is given by:

log(σg) =

√√√√√ N∑
i=1

(
log(Dpi)− log(Dp)

)2

N
(7.5)

log(σg) =

√√√√√ N∑
i=1

[
log
(

Dpi

Dpg

)]2

N
(7.6)

After adjusting the curve’s parameters in Eq. (7.2) to fit the data obtained from
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[3], the plots in Figure 7.3 are obtained.

Figure 7.3: Normal curves and their data fit for diesel and biodiesel, based on [3].
The curve fit is used to quantify the normal distribution of particles emitted by both
fuels. The mean diameter of biodiesel particles are noticed to be smaller than diesel
ones, with a lower concentration as well.

As expected the curve-fit to a log-normal distribution was appropriate and led
to the parameters in Table 7.1.

Table 7.1: Curve-fit parameters for diesel and biodiesel particles size distribution.

Fuel N log(Dpg) log(σg)

Diesel 2.502 2.071 0.204
Biodiesel 1.007 1.798 0.192

MESQUIDA [8] provides a classification table according to the particulate size,
as shown in Table 7.2. Observing the curves in Figure 7.3 and Table 7.1, it is possible
to evaluate the ranges of aerodynamic diameters for both diesel and biodiesel.
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Table 7.2: Classification of particulate size, [8].

Classification Particulate size
Large particles > 10 µm
Coarse particles 2.5 - 10 µm
Fine particles 0.1 - 2.5 µm

Ultra-fine particles 50 - 100 nm
Nanoparticles <50 nm

For biodiesel, most particles are concentrated within the ultra-fine particle range,
inclusing the mean diameter of 63 nm. As for diesel, most of them are concentrated
within the fine particle range, since the mean diameter measures 118 nm. This data
shows that diesel’s particles are, in average, almost twice as large as biodiesel’s.
Another important data is the area below the curves, represented by the parameter
N , that suggests that the number of particles emitted by diesel engines is about 2.5
times as many as the number of particles emitted by biodiesel-powered engines.

7.3 The DPF Flow Simulation

The first simulation of the DPF system is made to compare with the one obtained
by MESQUIDA [8] with a commercial software. For that, the same parameters and
domain were used, with a 189794 triangular MINI element mesh. The proportion be-
tween the total length and the entry channel is 118.8 and the dimensionless numbers
are: Re = 228, Ga = 1/Fr2 = 10−4, Pr = 0.7, Da = 5.92× 10−5 and Fo = 1.0.

As for boundary conditions, the inlet velocity is prescribed as u = 1.0î, a no-slip
condition is imposed on the walls and a prescribed null pressure is attributed to the
outlet channels. Both symmetry lines have the same boundary conditions, with null
Neumann for the horizontal velocity (∇u = 0) and null Dirichlet for the vertical one
(v = 0). Figure 7.4 shows the horizontal velocity field and Figure 7.5, a comparison
with the literature for the horizontal velocity in the mean line of the geometry.

Figure 7.4: DPF flow simulation, based on [8], with a proportion between the total
length and the entry channel of 118.8.
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Figure 7.5: DPF mean-line horizontal velocity compared to [8], with Re = 228.

The plot of the horizontal velocity field and the mean-line horizontal velocity
along the axial direction seen in Figures 7.4 and 7.5, respectively, are in accordance
to the ones shown in [8], for the same Reynolds number of 228, using a laminar
model, especially for regions that are closer to the inner part of the channel. The
highest velocity field regions are the inlet and the outlet, which is reasonable, since
the mass of the system must be conserved. the wall located at the very end of the
channel, opposite to the inlet, is where the pressure gradient is higher and, therefore,
there is a higher trend that particles escape through the final portion of the DPF,
impulsed by the fluid pushed through the porous medium.

7.4 The Particle-laden Multiphase Flow in the DPF

In this section, the behavior of soot particles, from both diesel and biodiesel, in
a DPF will be evaluated, considering and tracking a constant amount of particles in
accordance with each fuel’s particulate matter concentration seen in Figure 7.3. For
this simulation, a smaller ratio between the channel’s length and the entry channel
was considered, with the value of 8.0. The mesh used has 13244 elements and the
scheme is shown in Figure 7.6, where the shaded areas represent the porous regions.
The characteristic length, L = 1, is the inlet channel’s average width.
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Figure 7.6: Scheme of the DPF and its dimensions.

Figure 7.7 shows the flow and particles’ behavior in a transient regime for the
diesel fuel.

(a) t = 0

(b) t = 20
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(c) t = 50

(d) t = 100

(e) t = 140

(f) t = 180

Figure 7.7: Horizontal velocity field and particles’ trajectories at different time steps
of the diesel DPF, for Re = 228, Da = 10−4, Fo = 2.0 and Ga = 1/Fr2 = 10−2.
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In a similar way, biodiesel particulate is also analyzed under the same conditions,
considering a lower concentration, as suggested in Figure 7.3. The plots are shown
in Figure 7.8.

(a) t = 0

(b) t = 20

(c) t = 50
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(d) t = 100

(e) t = 140

(f) t = 180

Figure 7.8: Horizontal velocity field and particles’ trajectories at different time steps
of the biodiesel DPF, for Re = 228, Da = 10−4, Fo = 2.0 and Ga = 1/Fr2 = 10−2.

Comparing and analyzing Figures 7.7 and 7.8, one can easily conclude that
diesel’s soot is present in a higher concentration than biodiesel’s. Also biodiesel
particles are, in average, smaller, as shown in Figure 7.3. All particles are out of
scale in order to be visible in the channel, since their diameter is about 10−6 smaller
than the entry channel’s height.

For both systems, particles that make their way through the final portion of
the channel end up escaping the filter and exiting through the exit channels. That
occurs due to the increase of pressure near the stagnation points that are located at
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the opposite wall of the entry interface. The pressure gradient can be seen in Figure
7.9.

Figure 7.9: DPF pressure field, for Re = 228, Da = 10−4 and Fo = 2.0.

By zooming in to the region close to the exit channels in the velocity field plot,
shown in Figure 7.10, it is possible to detect that velocity field vectors become more
vertical and, therefore, the fluid passes in a higher speed through the final portions
of the porous layers. That explains why particles in Figures 7.7 and 7.8 escape
through the filter more easily in said final portion of the channel.

Figure 7.10: DPF velocity field near the exit, forRe = 228, Da = 10−4 and Fo = 2.0.

7.5 The DPF with Continuous Particulate Injection

This section is intended to simulate the actual behavior of a particle-laden DPF
system, where the injection of particles is made in a continuous form, for which 17
particles are injected at each time step for the diesel DPF and 6, for the biodiesel
one, according to their previously defined concentration and size distribution. Figure
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7.11 shows the simulation for the diesel fuel, where particles are, once again, out of
scale for better visualization.

(a) t = 0

(b) t = 20

(c) t = 50

(d) t = 100
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(e) t = 140

(f) t = 180

Figure 7.11: Horizontal velocity field and particles’ trajectories at different time
steps of the diesel DPF for a continuous injection, for Re = 228, Da = 10−4,
Fo = 2.0 and Ga = 1/Fr2 = 10−2.

Similarly, the flow in the DPF for a biodiesel-powered engine is shown in Figure
7.12.

(a) t = 0

66



(b) t = 20

(c) t = 50

(d) t = 100

(e) t = 140
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(f) t = 180

Figure 7.12: Horizontal velocity field and particles’ trajectories at different time
steps of the biodiesel DPF for a continuous injection, for Re = 228, Da = 10−4,
Fo = 2.0 and Ga = 1/Fr2 = 10−2.

This simulation specifically shows how the filter works in a real scenario, where
particles are constantly injected into the channels, carried by the fluid. In the be-
ginning of the filter, particles that are led to the porous sides of the domain are
more likely to get stuck to it. That happens due to the high resistance imposed by
the filter associated with a not so high pressure gradient between both sides of the
filter, as seen in Figure 7.9, which causes a low velocity component normal to the
porous region, which is responsible for carrying particulate matter from the inlet
to the outlet channels. As particles reach the end of the filter, the pressure gradi-
ent increases and, even though the filter resistance is the same, the high velocities
proportioned by said gradient are able to break their way into the outlet channel.

Comparing the two fuels studied here, it is evident that biodiesel produces much
less particulate matter than pure diesel, a fossil fuel. For that reason, although less
particles are retained in the porous media in biodiesel-powered engines, the emission
rate to atmosphere is also lower, as shown in Figure 7.12(f), compared to Figure
7.11(f), at which the permanent regime had already been reached. It is, however,
concerning the fact that finer particles are emitted by biodiesel consumption, that
are mostly within the range of nanoparticles and cause more injuries to human
health when inhaled and penetrate the respiratory system.

Figures 7.13 and 7.14 show, respectively, for diesel and biodiesel, the number of
particles exiting and entering the channel.
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Figure 7.13: Particles’ admission and exhaustion rates for diesel-powered engines.

Figure 7.14: Particles’ admission and exhaustion rates for biodiesel-powered engines.

In order to smooth the data, the moving average, which is the average between
the last 10 points (since the time step used was 0.1) for each iteration, is plotted.
As can be seen, for diesel, as more particles are injected in each iteration, more
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particles exit when the permanent regime is reached. Comparing both systems, for
the filter presented, diesel DPF presented a 40% efficiency of filtration and a similar
percentage, of 43%, was calculated for the biodiesel DPF. This efficiency (η) was
calculated considering the mean exhaustion rate, Ne, and the admission rate, Na,
as shown below:

η =
Na −Ne

Na

(7.7)

7.6 Analysis of the Filter’s Geometry

In order to determine whether the geometry of the channel influences on the
effectiveness of the filter, six new filters were used, as will be presented next. The
mean thickness of the filter is maintained in all of them.

7.6.1 The Internal Steep Edge

For this geometry, the scheme can be seen in Figure 7.15, where a convergent
channel is formed.

Figure 7.15: Scheme of the DPF with internal steep edge.

After the systems reach the permanent regime, the horizontal velocity field and
particle distribution are analyzed, as seen in Figures 7.16 and 7.17, for diesel and
biodiesel, respectively.
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Figure 7.16: Velocity field and particle distribution in the permanent regime for the
diesel DPF with an internal steep edge.

Figure 7.17: Velocity field and particle distribution in the permanent regime for the
biodiesel DPF with an internal steep edge.

The exhaustion rates are shown next, for each fuel:

Figure 7.18: Particles’ admission and exhaustion rates for diesel-powered engines,
for a DPF with an internal steep edge.

71



Figure 7.19: Particles’ admission and exhaustion rates for biodiesel-powered engines,
for a DPF with an internal steep edge.

The filtration efficiencies for diesel and biodiesel were calculated as 35% and
40%, respectively, showing that this geometry brings no contribution concerning a
better filtration of particulate matter. In fact, it is possible to notice a decrease in
filtration efficiency.

7.6.2 The External Steep Edge

As for the external steep edge, the scheme is shown in Figure 7.20, where a
convergent channel is formed. This time, the main channel and the opposite wall
remain unaltered, so that the only difference from the original geometry is the linear
increase of the filter’s thickness, but with the same average value.

Figure 7.20: Scheme of the DPF with external steep edge.
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When the permanent regime is reached, the horizontal velocity field and par-
ticle distribution are as shown in Figures 7.21 and 7.22, for diesel and biodiesel,
respectively.

Figure 7.21: Velocity field and particle distribution in the permanent regime for the
diesel DPF with an external steep edge.

Figure 7.22: Velocity field and particle distribution in the permanent regime for the
biodiesel DPF with an external steep edge.

Particulate rates for this geometry are shown next, where, once again, the moving
average is used to smooth the data:
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Figure 7.23: Particles’ admission and exhaustion rates for diesel-powered engines,
for a DPF with an external steep edge.

Figure 7.24: Particles’ admission and exhaustion rates for biodiesel-powered engines,
for a DPF with an external steep edge.

For this case, the filtration efficiencies for diesel and biodiesel were determined to
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be 47% and 51%, respectively. Hence, this change in geometry generated an increase
of 17.5% for the diesel DPF and 18.6% for the biodiesel one.

Such result is in accordance to what was expected, since most particles exit in
the final portion of the channel due to the higher pressure gradient. In this design,
this final portion has a thicker filter layer. For the initial portion, the layer thickness
is reduced to maintain the average thickness for comparison and this reduction does
not seem to cause any alteration in particle retention.

7.6.3 The Internal Step-shaped Edge

In this third analysis of the filter, internal steps, forming cavities along the
geometry, are added to the original geometry, as seen in Figure 7.25.

Figure 7.25: Scheme of the DPF with internal step-shaped edge.

Once again, after the system reaches a permanent regime, the results are shown
as follows:

Figure 7.26: Velocity field and particle distribution in the permanent regime for the
diesel DPF with an internal step-shaped edge.
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Figure 7.27: Velocity field and particle distribution in the permanent regime for the
biodiesel DPF with an internal step-shaped edge.

The rates of particulate admission and exhaustion are shown below, for both
fuels:

Figure 7.28: Particles’ admission and exhaustion rates for diesel-powered engines,
for a DPF with an internal step-shaped edge.
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Figure 7.29: Particles’ admission and exhaustion rates for biodiesel-powered engines,
for a DPF with an internal step-shaped edge.

Analyzing the data shown in Figures 7.28 and 7.29, a reduction in filtration
efficiency, of about 10% for diesel and 7% for biodiesel, can be noticed. In spite of
the increase of the contact surface between the fluid and the porous walls, this does
not prove to be sufficient to collect enough particles along the channel to compensate
the ones that escape through the final portion of the channel, due to a higher pressure
gradient, as has already been shown.

7.6.4 The External Step-shaped Edge

Similarly to the previous cases, an external version of the step-shaped edge is
tested. The scheme is shown in Figure 7.30.

Figure 7.30: Scheme of the DPF with external step-shaped edge.

77



In the permanent regime, for both fluid phase and particulate rates, Figures 7.31
and 7.32 represent the filter’s scenario.

Figure 7.31: Velocity field and particle distribution in the permanent regime for the
diesel DPF with an external step-shaped edge.

Figure 7.32: Velocity field and particle distribution in the permanent regime for the
biodiesel DPF with an internal step-shaped edge.

The admission and exhaustion rates can be seen in Figures 7.33 and 7.34, where,
once again, the moving average is determined in order to better visualize the results
obtained.
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Figure 7.33: Particles’ admission and exhaustion rates for diesel-powered engines,
for a DPF with an external step-shaped edge.

Figure 7.34: Particles’ admission and exhaustion rates for biodiesel-powered engines,
for a DPF with an external step-shaped edge.

For diesel engines, the filtration efficiency was exactly the same as that observed
in the original geometry, with a flat filter. A small reduction of 2.3% was detected
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in the biodiesel one, which is not significant, leading to the conclusion that, for this
geometry, the exhaustion rates are the same as the original case. This was expected
since the thickness along the channel does not change significantly to compensate
the steps and, hence, in the final portion of the filter, there is no extra porous layer
to slow down particles impulsed by the higher pressure gradient.

7.6.5 The Internal Harmonic-shaped Edge

The same procedure that was adopted in the previous cases was used in this one,
having the internal edge a harmonic shape, as shown in Figure 7.35.

Figure 7.35: Scheme of the DPF with internal harmonic-shaped edge.

As already noticed in the previous cases, diesel and biodiesel filters have a similar
behavior in the permanent regime, differing the size and amount of particles. The
same happens for this case, as shown next:

Figure 7.36: Velocity field and particle distribution in the permanent regime for the
diesel DPF with an internal harmonic-shaped edge.
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Figure 7.37: Velocity field and particle distribution in the permanent regime for the
biodiesel DPF with an internal harmonic-shaped edge.

As was made for the other geometries, admission and exhaustion rates were
compared for both fuels, as shown below:

Figure 7.38: Particles’ admission and exhaustion rates for diesel-powered engines,
for a DPF with an internal harmonic-shaped edge.
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Figure 7.39: Particles’ admission and exhaustion rates for biodiesel-powered engines,
for a DPF with an internal harmonic-shaped edge.

The filtration rates were determined to be of 42% and 44%, for diesel and
biodiesel, respectively. Comparing with the flat filter, gains of 5% in diesel and
2.3% in biodiesel filtration efficiencies were noticed. In spite of the positive num-
bers, this result does not seem to be significant in terms of enhancement of the filter.
The slightly better filtration is due to a longer contact edge between the fluid and
the porous walls, retaining a considerable amount of particles, as shown in Figures
7.36 and 7.37.

7.6.6 The External Harmonic-shaped Edge

The last case studied is the external version of the previous geometry, as follows:

Figure 7.40: Scheme of the DPF with external harmonic-shaped edge.
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Then, for the permanent state, the aspects observed for both diesel and biodiesel
filters are shown in Figures 7.41 and 7.42, respectively.

Figure 7.41: Velocity field and particle distribution in the permanent regime for the
diesel DPF with an external harmonic-shaped edge.

Figure 7.42: Velocity field and particle distribution in the permanent regime for the
biodiesel DPF with an external harmonic-shaped edge.

Observing the exhaustion rates in Figures 7.43 and 7.44, the filtration efficiencies
were calculated as 36% and 40%, for diesel and biodiesel, respectively. Such values
show a decrease in efficiency when compared to the original geometry (the flat
filter). This can be explained by the oscillation in the filtration layers at the end of
the DPF. Since in some points, the thickness is below the average, this does not seem
to compensate the regions where it is above, resulting in lower filtration efficiency
values for both fuels.
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Figure 7.43: Particles’ admission and exhaustion rates for diesel-powered engines,
for a DPF with an external harmonic-shaped edge.

Figure 7.44: Particles’ admission and exhaustion rates for biodiesel-powered engines,
for a DPF with an external harmonic-shaped edge.
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7.6.7 Comparison of Cases

All the analyses presented in this section were intended to help find the influence
of the geometry of the DPF on its efficiency, for either diesel or biodiesel. As was
presented, a thicker porous region in the outlet provides a better filtration due to the
increased pressure gradient. At first, the same result was expected with the internal
steep edge case, but a convergent channel is believed to push particles against the
porous wall, facilitating their trespassing into the outlet channels, which does not
happen in the external steep edge case. All the other cases provide no significant
improvement, since they do not offer this compensation in thickness along the chan-
nel, as the pressure gradient increases. Table 7.3 sums up the results obtained and
the advantages or disadvantages of changing the filter’s geometry. Since particulate
injections are made in a random way, according to the distribution shown for each
fuel, such table is not considered a deterministic evaluation of the results.

Table 7.3: Comparison between filter geometries for diesel and biodiesel, regarding
filtration efficiency.

Diesel Biodiesel
Comparison
(diesel)

Comparison
(biodiesel)

Flat Filter 40% 43% - -
Internal Steep Edge 35% 40% -12.5% -7.0%
External Steep Edge 47% 51% +17.5% +18.6%

Internal Step-shaped Edge 36% 40% -10.0% -7.0%
External Step-shaped Edge 40% 42% 0.0% -2.3%

Internal Harmonic-shaped Edge 42% 44% +5.0% +2.3%
External Harmonic-shaped Edge 36% 40% -10.0% -7.0%

The advantages of biodiesel over diesel are reinforced in these simulations, since
not only the first one produces less particulate matter in its consumption, the filtra-
tion efficiency of the DPF was noticed to be higher for all the geometries analyzed.
Also, with an external steep edge, there was a higher percentage increase, when
compared to the diesel engine.

Considering the findings in this section, an experimental analysis with an external
steep-edged DPF should be encouraged, in order to evaluate the real reduction in
particulate emissions and propose enhancements to the design of Diesel Particulate
Filters.
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Chapter 8

Conclusion

This work presented a broad literature review on both biofuel scenario and nu-
merical simulation for fluid dynamics, going through a variety of studies about
renewable sources of energy and how they can substitute fossil ones, as well as
numerical methods to simulate multiphase flows, which is the aspect observed in
emissions resulted from fuel consumption.

The whole formulation of fluid mechanics is presented, going from the integral
forms of mass and momentum conservation to the Navier-Stokes equations. Energy
conservation equation is also presented, as a way of calculating temperature in fluid
systems. The Darcy/Fochheimer formulation complements the governing equations
to represent the resistance imposed by porous media and also an alternative equation
for mixed free/porous media is presented. For solid spherical bodies, the main forces
exerted by the fluid are calculated, introducing the drag coefficient (CD) graphical
and empirical calculations. Newton’s second law is, then, used to calculate the
acceleration of each particle.

The finite element method is used in the Navier-Stokes and Darcy/Forchheimer
differential system of equations along with continuity and energy formulations. For
the material derivative, a semi-Lagrangian approach was used, in order to avoid
non-linear terms of the equations. The final result is a linear system of equations
for which the variables are the pressure, temperature and velocity values for each
point.

The computational implementation was presented, for which the Object Oriented
Python was used to create the several classes and make a more adaptive code. A
Graphical User Interface (GUI) was developed to help handle the input .xml files
used by the program to set parameters, contour and initial conditions more easily.
Such GUI was also useful to track real-time simulation results. A command-line
option is also used, where the geometric domain and parameter are defined and
given as inputs to the main program. The start, the end and time step of the case
may also be chosen when running the code.
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A first verification of the implemented method is made for the traditional lid-
driven cavity problem, comparing results to the ones from the literature, after a mesh
convergence analysis was made. The satisfactory plot of both solutions demonstrate
that the implementation is correct. Second the backward-facing step problem is
analyzed and qualitatively compared with the literature, resulting in velocity fields
that were within the expected behavior. Then, a transient problem, which is the
flow around a cylinder is considered in order to demonstrate the code’s adequacy
to a fully transient case. Introducing the particulate movement study, a convective
cavity was simulated, in order to determine stream lines generated by a temperature
gradient. The temperature field showed its advection through the fluid and particles’
positions the velocity field generated were tracked. Next, an expansion problem with
heat transfer associated was analyzed with respect to temperature field and particles’
movement, bringing to discussion the importance of recirculation zones in terms of
particle emissions. The temperature field was also affected by said recirculation
zones, due to the advective term of the energy conervation formulation. Then, the
first example of a mixed free/porous flow was simulated in a Poiseuille-like geometry.
In accordance to the resistance imposed by the porous medium, a steeper pressure
drop is observed in this region and a lower velocity profile maximum is noticed as
well, when compared to the free-flow region. The last verification is made in a flow
over porous medium problem, for which the horizontal velocity profile is compared
with the literature. The method proposed here provided a closer result to other
more precise methods than the one proposed by the authors, which is considered
adequate for regions that are not near the interface of the media.

Finally, the Diesel Particulate Filter (DPF) was presented. First, a description
of its general geometry and working principles were shown and assumptions were
made, regarding simplifications in the geometric aspects to run the simulation. The
characteristics of single channels were presented and a two-dimensional approach
showed to be appropriate. The particulate matter resulted from diesel and biodiesel
consumption was also analyzed and a curve fit of the log-normal distribution was
made to determine statistical parameters, such as the geometrical mean diameter
and its logarithmic standard deviation. A first simulation, with a longer channel,
was made, in order to compare with the one obtained in the literature, using a
commercial software. Then, particles were introduced in a randomly distributed
range and their path along the domain was observed. Such results led to the final
simulation, for which a constant injection of particles is considered, approaching to
what happens in reality.

The study showed that diesel-powered engines produce much more particulate
matter than biodiesel-powered ones and, for that reason, in spite of the filters, more
diesel soot particles end up escaping to the atmosphere. Although biodiesel soot is
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present in a lower concentration, their hydraulic diameter range are almost entirely
within the nanoparticle range. Such particulate matter may be more harmful to
human health if expelled in large quantity to the atmosphere. A geometry analysis
was also provided, showing that a steeper external edge enhances filtration efficiency,
when compared to other geometries of the filter.

In order to complement and adapt this work, a few future improvements are
listed below:

• Implement particle interactions and their interference in the fluid, called four-
way coupling, considering particulate size and how they interfere in filtration
when attached to the filter;

• Consider non-adiabatic particles and evaluate their dynamics compared to
adiabatic ones;

• Optimize the semi-lagrangian and lagrangian calculations to save computa-
tional cost;

• Improve GUI interactions for a better user experience and input/output ma-
nipulation;

• Implement the option of quadrilateral-element mesh simulation;

• Adapt the code for three-dimensional simulation and, therefore, simulate more
complex cases.
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